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Introduction
What was the goal of our project? 
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What is the project’s topic 
about?

This project aims to develop a deep learning model capable of 

predicting the likelihood of a user developing a specific mental 

health disorder (depression) based on their historical tweets. 

By analyzing language patterns and sentiment expressed in 

tweets, the model can potentially identify early signs of 

mental health issues and facilitate timely intervention.



Background

● This concept was inspired by our desire to understand more complex NLP techniques 

that are made possible by advanced networks taught in this course

○ Our project specifically builds off of RNNs and LSTMs, from Week 6

● Previous works have worked with some sample users, but only mention “depression” 

keyword in their tweet which is not actually supporting the idea of having depression 

mental disorder [1]

○ Authors classified the polarity of tweets from “depressed” tweets via RNN, 

GRU, and CNN networks [1]



Literature Review
● Previous work includes: 

○ Detecting 7 mental disorders using text and symptom features [2]

○ Classifying the severity of depression from tweets via Albert [3]

○ Classification of depressed users from their collection of tweets using CNN 

models [4]

○ Differentiating depressed and non-depressed tweets using a convolutional 

LSTM model [5]



Our Contribution
● We present a method of classifying a user’s mental health disorder from their history 

of tweets instead of classifying individual tweets

● Breakdown of efforts:

Ben: Preprocessing code and text tokenization

[REDACTED]: BERT models

[NAME] and [CENSORED]: LSTM/GRU models



Experimental Setup and Dataset

What was our data?
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Dataset

The Twitter - Self-Reported Temporally-Contextual Mental Health Diagnosis (Twitter-STMHD) dataset 

[6] contains eight classes of mental health disorders, each corresponding to branches in the DSM-V. 

These include depression, major depressive disorder (MDD), post-partum depression (PPD), post-

traumatic stress disorder (PTSD), attention-deficit/hyperactivity disorder (ADHD), anxiety disorders, 

bipolar disorders, and obsessive-compulsive disorders (OCD). Additionally, there is a control-users class 

included in the dataset, totaling approximately 25,860 unique users with at least one disorder and 

8000 control users.



Dataset Structure and Collection Period:

● Users with self-reported diagnosis disclosure posts on Twitter were selected for the dataset.

● Each user's "anchor tweet", where they claim to have been diagnosed with a mental health 

condition, defines their data collection period.

● The collection period spans two years before the anchor tweet to two years after it, totaling a 4-

year window.

Dataset

Note on data ethics: the researchers did not contact any of the users to verify any diagnoses or get consent 
for the collection of their data in this dataset, although all of these tweets were posted publicly and this use 
of them is within Twitter's terms of service and user agreement.



Dataset
Anchor Tweet Identification:

● Anchor tweets were identified using a loose pattern ("diagnosed with <disorder name>") to capture 

tweets indicating a clinical diagnosis.

● A preliminary set of anchor tweets was collected, followed by methods to eliminate false positives.

● Two approaches were used: hand annotation and high-precision anchor tweet patterns.

● Hand annotation involved manual review of tweets to distinguish true positives, resulting in around 60% 

of users in the dataset.

● High-precision anchor tweet patterns were developed based on positively annotated tweets, achieving 

a 94% precision rate.

Anchor tweet example: I was diagnosed with depression, anxiety, ptsd at 16. I'm now 23 and still struggle 
with all. But I feel like theres something else going on up in my head, has been for well over a year, its 
different, I feel like I know it's not any of those things, but I'm  not sure what.



Dataset
Each class of mental disorder, along with the control group, is available 

in its own compressed archive that takes on this structure:

Each directory represents an individual user, and from that the only file 

that interests us is the one containing their tweet history in the 

aforementioned 4-year window, tweets.json

We loaded the tweet JSONs 

and stored them in a Pandas 

DataFrame, initially this 

takes the form:



Dataset
Sample dataset used statistics: 

Number of users Number of tweets disorder

depression 103 483, 618 TRUE

control 103 379, 568 FALSE

Number of users Number of tweets disorder

depression 408 1,466,422 TRUE

control 408 1,752,881 FALSE



Data pre-processing
The dataset contains plenty of metadata for each tweet, such as likes and retweets, the source of the 

tweet (e.g. Twitter for iPhone), the timestamp, any attached media, and so on.

But primarily, the only aspect of each tweet that matters for this experiment is the tweet text itself.

Before we can start training any models on a user's tweets, we must extract from the raw tweet text 

only the most important aspects of it, and then vectorize that for input to our models.

Data processing scheme inspired

by Garcia-Noguez et al. [4]



Data pre-processing

The process of cleaning the tweet text contains the following stages:

1. Removing URLs, retweet text, @mentions, punctuation, digits, and other special characters

2. Converting emoji and emoticons into a textual representation of what the pictogram represents

3. Removing duplicate words, repeating characters, and extra whitespace

4. Remove stop words (e.g. the, a, me, you, and, but, if, etc.)

5. Lemmatize the remaining words

○ Lemmatization is the process of reducing/converting conjugated forms or derivationally 

related words into one common root word (called the lemma).

○ For example: "singer", "singing", and "sang" can all be reduced to the base word "sing".



Text vectorization
After cleaning the text of each tweet, we have to perform one final transformation before the tweet is 

encoded in such a way that our neural networks can understand it: vectorization.

These models require well-defined numerical data as inputs, and there are a couple methods that could be 

used to convert text data into this. One such method is called Bag-of-Words, but for our purposes, we 

used the Word Embeddings method which is capable of capturing the context of a word in a tweet, 

semantic and syntactic similarity, its relation with other words, and so on. We used the tried-and-true 

Word2Vec implementation provided in the Gensim library [7] to perform this step and create our vector 

representation of the word embeddings in each tweet.



Train-test split and shuffling

Once we have vectorized all the tweets and they're ready for input into a neural network, we have to 

split up the dataset for training and testing. We opted for a standard 80/20 train-test split.

However, we must be careful when splitting our data such that we don't test the network on tweets 

from a user who also had tweets in the training set. We must keep tweets from the same user together 

during this process. We also must stratify our data so that the proportion of depressed to control users 

in the original dataset is preserved in both the training and testing sets.

Only after carefully splitting and stratifying our data with these requirements in mind can we then 

shuffle data – except the relative order of every users' tweets must also be preserved.



Research Methodologies

Which architectures we used?
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First Architecture - LSTM

1. Embedding the cleaned tweets

2. Create a sequence for each user and set max_sequence = 200

3. Padding the user’s sequence less than 200

4. Adding two LSTM layer with 128 neurons

5. Adding two dense layer 

6. Having binary_cross_entropy



Results and Conclusion
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Limitation

1. Dataset did not exclude 100% of non-English tweets

2. Diagnosing mental health disorders based solely on social media data lacks a gold 

standard for comparison. Without confirmed clinical diagnoses or medical records, the 

model's predictions may be uncertain or inaccurate. Additionally, self-reported diagnoses 

on social media may not always align with clinical assessments.

3. The model's performance may be affected by the evolving nature of language trends and 

the emergence of new slang or expressions on social media platforms. (lack of context , etc) 

It may also vary on a specific user's language style and cultural background.



Conclusions

● We attained a good test accuracy at predicting depression, even with our limited sample size

● Reducing the dimensionality of the inputs by cleaning and lemmatizing the tweet text both 

reduced the training time and enabled the models to make more accurate associations between 

language use and mental disorders

● There are more features available for each tweet/user from which to learn patterns behind 

mental disorders, but this would require a hybrid network as the data is not appropriate for use 

with RNNs

● LSTM performed a lot better on our learning task than GRUs with our limited data size, but a 

larger experiment would be needed to confirm this finding

○ Our theory to explain this is that LSTMs have more information gates and thus more 

trainable parameters to handle the complex dependencies between sentences as well as 

between entire tweets per user

○ LSTMs also take into account temporal information as well, as the timeline of when a user 

posted tweets makes a big difference in how we can interpret their thoughts
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